
1. Introduction
Many worlds exist in the solar system with salty subsurface liquid-water oceans beneath icy crusts, facilitat-
ed by surface tidal and librational heating. Saturn's moons Enceladus and Titan are known to be water-ocean 
worlds. Enceladus exhibits impressive jets of water vapor that spray from fissures in the south pole region (Porco 
et al., 2006), likely the result of tidally driven fault-motion heating of water sourced from a global or regional 
subsurface ocean below a thick ice shell (Nimmo et  al.,  2007). Time-varying magnetic induction signatures 
measured by Galileo's magnetometers in the vicinity of Jupiter's moons Europa and Callisto suggest these bodies 
also have salty liquid-water oceans beneath their surfaces (Khurana et al., 1998; Kivelson et al., 1999), while 
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recent Hubble investigations indicate a large underground water ocean at Ganymede (Saur et al., 2015). Although 
limited data exists, many moons of the gas giants are thought to possibly contain hidden oceans. The five large 
Uranian moons (Miranda, Ariel, Umbriel, Titania, and Oberon) all in some form exhibit surface features con-
sistent with a subsurface liquid ocean (e.g., Croft & Soderblom, 1991; Schenk et al., 2020), and also reside in a 
time-varying magnetic environment which enables magnetic induction detection (Arridge & Eggington, 2021; 
Cochrane et  al.,  2021; Weiss et  al.,  2021). Neptune's moon Triton, the focus of this article, is a particularly 
compelling mission target with numerous characteristics consistent with the presence of a subsurface ocean. 
Tidal heating from a highly inclined retrograde orbit, evidence of cryovolcanic activity, active plumes, (Kirk 
et al., 1995), and unusual geological features (Ivanov et al., 1991) imaged by Voyager 2 suggest the possibility of 
a liquid layer beneath the surface (Croft et al., 1995; Nimmo & Pappalardo, 2016). The Outer Planets Assessment 
Group Roadmap to Ocean Worlds (Hendrix et al., 2019) states that “Triton is the highest priority ocean world … 
to target in the near term.”

Spacecraft equipped with a 3-axis magnetometer have been able to confirm that some of these moons are indeed 
ocean worlds based on the magnetic induction signatures measured near their surfaces, Europa and Callisto being 
the prime examples. In this work, a novel ocean detection methodology based on Principal Component Analysis 
(PCA) is used to directly process the magnetic induction fields measured by a magnetometer, significantly in-
creasing positive discrimination and geophysical characterization of a subsurface ocean in the presence of various 
noise and magnetic error sources. The proposed methodology is shown to be robust for a single-pass encounter or 
a multi-pass orbiting mission at a variety of other possible ocean worlds including the moons of Uranus or Jupiter, 
each with a unique magnetospheric environment. In this work, the following key concepts are presented: ocean 
induced magnetic moments (MMs), scaled induced magnetic moments (SMMs), magnetic separation (MS) of 
ocean and no-ocean classes, and the influence of the spacecraft trajectory through a moon's induction fields. Also 
presented is the method's sensitivity to instrument parameters (sample-rate, noise, and offsets), spacecraft uncer-
tainties (position, attitude, and timing), and anticipated plasma currents. Prior to presenting PCA's applicability 
to ocean detection and characterization, an independent closed form analytical verification of the methodology 
based on discrete-time signal energy preservation of the magnetic field time-series is described. Finally, PCA's 
transformation of the high-dimensional magnetic field time-series into a reduced, visually convenient, 3-dimen-
sional SMM ocean classification space and the resulting ability to clearly distinguish the presence of a conductive 
liquid layer are illustrated.

2. Subsurface Ocean Detection Using Magnetometric Data
2.1. The Favorable Magnetic Environment at Triton

The phenomenon of magnetic induction occurs when a time-varying magnetic field induces electrical eddy cur-
rents within a conducting medium such as a subsurface salty ocean, which in turn generates a secondary induced 
magnetic field that can be remotely sensed by a magnetometer. Neptune's largest moon Triton represents a po-
tential ocean world of high interest to the science community (Hansen et al., 2021; Hendrix et al., 2019). It is 
immersed in Neptune's strong time-varying magnetic field, which facilitates magnetic induction investigation of 
its interior.

Neptune's unusual magnetic field has a large MM (13,300 nT-RN
3 or 2.2 × 1017 T·m3, roughly 27 times that of 

Earth's), with a magnetic pole tilted 47° with respect to Neptune's spin axis and shifted by 0.55 RN from Neptune's 
center (Connerney et al., 1991). The spin axis is tilted 28° with respect to the normal of the ecliptic plane, and 
Triton's retrograde orbit is a steeply inclined 157° relative to Neptune's equator. As a result of this complicated 
geometry, Triton experiences cyclic variations in Neptune's driving field at two fundamental periods: the synodic 
period of Neptune's rotation (∼14 hr) and Triton's own orbital period (∼141 hr; Saur et al., 2010). Harmonics 
and beat frequencies between these two fundamental periods are lower in amplitude but still provide measurable 
(>1 nT) contributions to the total external driving fields.

The periodic variation in the magnetic field at Triton as it cyclically traverses Neptune's magnetic latitudes 
critically enables magnetometric ocean detection. A fortuitous additional advantage of this orbital configuration 
is that Triton spends minimal time within a couple of planetary radii (<2 RN) of Neptune's magnetic equator, 
where plasma effects are anticipated to be at their largest and roughly confined to a sheet that corotates with the 
planet (Mejnertsen et al., 2016). Moreover, when Triton does interact with the plasma sheet, particle densities are 
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expected to be very low at Triton's significant distance from Neptune (14 RN), measured at 0.003/cm3 by Voyager 
2 (Zhang et al., 1991) As a result, induced fields from plasma currents minimally perturb the local magnetic field 
around Triton (Liuzzo et al., 2021).

However, the surprisingly intense ionosphere of Triton presents a potential confounding factor, because induced 
electrical currents in the ionosphere generate a secondary magnetic field which could mask an induction response 
originating from an ocean (Hartkorn & Saur, 2017). Radio occultation measurements made by Voyager 2 found 
peak electron concentrations of 2.3–4.6 × 104 cm−3 (Tyler et al., 1989). This signal is significantly higher than 
can be attributed to solar UV, which suggests precipitation of charged particles from Neptune's magnetosphere 
(Ip, 1990; Mandt, 2019; Sittler & Hartle, 1996; Strobel, 1990; Yung & Lyons, 1990). Another concern is that at 
Triton's orbital distance, the strength of Neptune's driving field is reduced to levels well below those encountered 
at the Jovian moons, complicating ocean detection when accounting for potential sources of measurement error 
and systemic noise. Additionally, because of Neptune's gaseous outer layer, its core rotation period—and there-
fore the phase of the synodic (14 hr) magnetic wave—will remain unknown until arrival at the Neptune system. 
An ocean detection method for a single flyby of Triton must be able to distinguish between ocean and ionosphere 
induction signals for any magnetic phase of the synodic period.

2.2. New Approach for Subsurface Detection

The conventional approach to detecting a conductive subsurface ocean is least squares inversion of the magnetic 
induction field time-series measured by a magnetometer, making use of the spacecraft's trajectory and the dipole 
field equation (see Kivelson et al., 2002 and Schilling et al., 2004 for related inversion schemes). For a single 
flyby of a particular moon, a data inversion step can be used on the three-channel magnetometer data to yield the 
three-element total induced MM vector generated from the subsurface ocean at closest approach. This induced 
MM is formed from the sum of the individual MMs associated with the ocean's response to the two primary 
waves (synodic and orbital), including the associated harmonics and beat frequencies of the two fundamental 
periods, and provides insight into the properties of the ocean.

The novel approach described in this article first formulates a large data set of forward-modeled induced dipole 
magnetic field time-series, generated from thousands of different potential interior models, and then processes 
this data using the well-established data-dimensionality reduction technique of PCA. Noisy magnetic field meas-
urements acquired near the body of interest can then also be broken down into their principal components (PCs) 
to distinguish between ionosphere-only and ocean-plus-ionosphere model classes. This method uses all available 
information in the processing (i.e., nothing is discarded) and the retained signal energy increases the separation 
between model classes. At bodies like Triton where the strength of the driving magnetic field, and hence the 
induced fields, are relatively small, this boost in separation reduces false positive and false negative ocean clas-
sifications of noisy measurements.

2.3. Two Distinct Methodology Pathways

Subsurface ocean detection is enabled by 3-axis magnetometer measurements acquired in the vicinity of a plan-
etary body immersed in a time-varying magnetic field. In any realistic scenario, relatively close proximity to 
the body's surface is necessary to achieve useable measurements because field strength falls off rapidly with 
distance from the center of the moon (e.g., 1/r3 for a dipole response and 1/r4 for a quadrupole response). Fig-
ure 1 (left) illustrates the magnetic field lines associated with sum total of Neptune's magnetospheric field and 
the induction field at Triton, color-coded according to field strength in units of nanoteslas (nT), along with an 
example single-pass trajectory (white line). The data measurement interval of interest for a single flyby (veloc-
ity ∼ 18 km/s) spans roughly ±6 min about closest approach to Triton, at a minimum altitude above the surface 
(RT = 1,353.4 km) of less than 400 km (r = 1,754 km).

To reliably ascribe the measured induced response from the combination of a conducting subsurface ocean and 
conducting ionosphere, an extensive set of induced magnetic field time-series is forward modeled for a wide range 
of plausible physical properties of Triton's known ionosphere and its potential ocean as described in Section 3.2. 
To cover this range of possibilities, a parameter space of more than 13,000 combinations of ocean and ionosphere 
characteristics is defined for this study, and the magnetic responses are computed per a multi-shell conductivity 
model, described in more detail in Section 3.2. Figure 1 (right) depicts the anticipated measured total magnetic 
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field over the 12-min encounter period. The simulated magnetometer signals colored in magenta represent the 
ionosphere-only models, and the ocean-plus-ionosphere models are represented by shades of blue. From the 
figure, it is obvious that the difference between the ionosphere-only (magenta) and ionosphere-plus-ocean (blue 
shades) model time-series is difficult to differentiate based on line shape and amplitude alone. This suggests the 
need for more powerful data analysis tools.

Figure 2 depicts two possible paths for ocean detection; Path 1 illustrates the traditional data inversion technique 
with an additional stage of MM forward modeling and Path 2 illustrates the PCA methodology. Both paths de-
pend on forward modeling the total induced MMs for various interior magnetic induction models, which depend 
on the ocean and ionosphere parameter space and the driving magnetic field (15 individual magnetic waves with 
different frequencies were simulated) of the parent planet as described in Section 3.1. The time-varying por-
tion of the total induced MM, evaluated at closest approach, for each model is a 3-element vector [Mx, My, Mz] 
(see Section 3.4). Only Mx and My of all models are plotted in the figure, as they contain the most information. 
Ocean-plus-ionosphere (blue shades) and ionosphere-only (magenta) models are distinguished by color. It is 
precisely these computed quantities that serve as the MM classification space for the data inversion methodology 
taken in Path 1. Using the spacecraft trajectory ephemeris and the magnetic dipole field equation, Path 1 entails 
inverting the magnetic field measurements to obtain a representative MM that can be projected into the ocean 
classification space (represented by orange dot in the figure) for ocean property inference. The separation from 
the magenta ionosphere-only models (in units of nT) is a representation of ocean detection confidence.

Path 2 also requires the use of the forward modeled induced MMs but uses them to compute the induced di-
pole magnetic field time-series along the spacecraft trajectory for all ionosphere-only and ocean-plus-ionosphere 
models. These induced magnetic field time-series are represented by 3N samples (N samples for each of the three 
channels of the magnetometer, dictated by the sampling rate) and are directly fed into the PCA data analysis tool 
for dimensionality reduction (further described in Section 5). The PCs of all models that are computed in this path 
are defined by a 3-element vector [PC1, PC2, PC3], and can also be used as an ocean classification space (only 
PC1 and PC2 are shown in the block diagram). In this process, PCA computes a set of eigenvectors that are used 
to project the measurement (also a total of 3N samples in length) into the PCA ocean classification space, again 
represented by the orange circle. With both classification spaces characterized by units of nT, note the larger 
separation between the two model classes (blue and magenta) for the PCA ocean classification space.

Figure 1. The approach described uses forward modeling of magnetic response functions resulting from Neptune's magnetic field interacting with a wide range of 
plausible ionosphere and ocean properties. (left) Simulated magnetic field lines of the total magnetic field in the vicinity of Triton including Triton's induced magnetic 
field and Neptune's magnetic field at a time near the closest approach of the moon. The white dashed line with white dots illustrates the nominal flyby trajectory used 
for this analysis. (right) Forward modeled magnetic field time-series evaluated along the flyby, blue indicative of ocean plus ionosphere responses and magenta of 
ionosphere-only responses.
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While PCA has been widely used for decades in a variety of data analysis applications to reveal correlations in 
multi-dimensional experimental data, its novel application to magnetometer measurements for ocean detection 
demonstrates a significant advantage by reducing the time-dimensionality of the induced dipolar magnetic field 
time-series into a more easily visualized 3-dimensional space in which separation between ocean-plus-iono-
sphere and ionosphere-only data classes is systematically increased. Because PCA is applied directly to the 
magnetic field time-series acquired by the magnetometer, the computed PCs retain all signal energy owing to 
the orthonormality property of the eigenvectors used for the linear projection. The PCs of the models effectively 
represent the superposition of SMMs. This scaling provides increased separation (relative to the MM classifica-
tion space) between the two different model classes and is a direct result of the physical relationship between the 
dipolar fields and the MMs that generate them (see Sections 3.4 and 3.5).

As the information about a moon's interior (ocean depth, thickness, and conductivity) is contained within the 
induced MMs, both ocean detection methodology paths are generally viable based on the separability of the 
distinctive data models that contain oceans and ones that do not. However, for ocean detection at Triton—and for 
investigations of other candidate ocean worlds—ocean detection using PCA is advantageous because the scaled 
total MMs increase the MS between the ionosphere-only and ionosphere-plus-ocean model classes enhancing 
distinguishability for ocean detection purposes. By contrast, inverting for the total MMs discards signal energy, 
resulting in a comparatively reduced MS between data classes.

3. Forward Modeling the Induced MMs and Dipole Response
3.1. Neptune's Magnetic Field and Plasma Sheet Geometry

Measurements made by Voyager 2 in the magnetosphere of Neptune revealed that Triton resides in a highly dy-
namic magnetic field environment, ideal for magnetic induction investigation into the presence of a subsurface 
ocean. Neptune's magnetic field likely originates from a self-sustaining dynamo acting within a thin electrically 
conductive and convective shell (Hubbard et al., 1995; Podolak et al., 1995; Ruzmaikin & Starchenko, 1991; 
Soderlund & Stanley, 2020; Stanley & Bloxham, 2004; Stanley & Bloxham, 2006). The magnetic field model 

Figure 2. Block diagram illustrating the high-level steps that need to be performed for ocean detection using single inversion/least squares (Path 1) and the novel 
PCA scheme described in this article (Path 2). Some current ocean detection approaches extend Path 1 and perform a second stage of inversion to recover individual 
magnetic moments for select magnetic waves of interest. Both paths provide the ability to perform ocean detection; however, the PCA path results in larger separation 
between the two model classes.
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developed from the Voyager 2 data (Connerney et al., 1991) is described by the negative gradient of the scalar 
potential, BN = −∇V. The spherical harmonic expansion of the scalar potential is expressed as:
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where RN is the equatorial radius of Neptune; r is the radial distance to the center of the planet; θ is the colatitude; 
ϕ is the longitude; 𝐴𝐴 𝐴𝐴𝑛𝑛
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𝑚𝑚 
are the internal Schmidt coefficients.

Figure 3 illustrates the magnetic field lines and magnitudes associated with this model, including the large tilt 
(47°) of Neptune's magnetic axis with respect to its spin axis (which is titled 28° respect to the normal of the 
orbital plane), and the highly inclined tilt of Triton's orbit. Evaluating the field model at the position of Triton 
reveals that the moon experiences variations in the field at Triton's orbital period (Torbit = 141 hr) due to its orbital 
inclination and also experiences variations in the magnetic field due to Neptune's rotation. As Neptune rotates 
every Tspin = 16.1 hr, the apparent rotation period of the planet observed from Triton (i.e., the synodic period) 
is defined by Tsynodic = 1/(1/Tspin + 1/Torbit), roughly every 14.5 hr. Note that the synodic period is shorter than 
Neptune's rotation period due to Triton's retrograde orbit.

The left panel of Figure 4 illustrates the magnetic field time-series of Neptune evaluated at the position of Triton, 
and the top right panel of the figure represents the associated frequency spectrum. In the Triton reference frame, 
the z axis is aligned with Triton's spin axis, the x axis is in the direction of Neptune, and the y axis completes the 
right-handed orthogonal system, roughly in the direction of the moon's orbital motion. Aside from the presence 
of the two dominant variations of the magnetic field that occur at the prime frequencies, the 14-hr synodic period 
and the 141-hr orbital period, there are also variations that occur at the beats and harmonics of these two funda-
mental periods. This AC portion of the magnetic field time-series of Neptune BN at Triton can be modeled by a 
linear superposition of sinusoids:

𝑩𝑩𝑁𝑁 (𝑡𝑡) =
∑

𝑘𝑘

𝑩𝑩𝑁𝑁𝑁𝑘𝑘(𝑡𝑡) =
∑

𝑘𝑘

𝑩𝑩𝑘𝑘𝑒𝑒
𝑖𝑖(2𝜋𝜋𝜋𝜋𝑘𝑘𝑡𝑡+𝜽𝜽𝑘𝑘)𝑁 (2)

Figure 3. Geometrical representation of the Neptune system, illustrating the tilt of Neptune's spin axis, the tilt of Neptune's 
magnetic axis with respect to its spin axis, the orbit of Triton, the magnetic equator populated with corotating plasma 
particles, and the baseline trajectory of the spacecraft used in this work.
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where BN,k(t) is the kth discrete magnetic wave of Neptune at frequency fk, Bk = [Bx,k By,k Bz,k] are their ampli-
tudes and θk = [θx,k θy,k θz,k] are their phases (referenced with respect to the J2000 epoch in this work). The indi-
vidual waves with the 15 largest amplitudes are used for analysis as illustrated in the top right of Figure 4 (see 
Table A1 in the Appendix for a complete table of magnitudes and phases for each of these waves, solved using 
a least squares inversion approach on the magnetic-field time-series). Note that the strength of the orbital wave 
(Bx = 2.6 nT) is the same order of magnitude of the synodic wave (Bx = 6.8 nT), which can cause the total MMs to 
add constructively or destructively in a significant fashion (see Section 6.2). This coincidence is not encountered 
at any other potential ocean world in the solar system, making Triton an ideal body for multi-frequency magnetic 
induction investigation.

Also plotted in the left panel of Figure 4 along with the total magnetic field time-series are depictions of the 
time-series broken down into the individual synodic and orbital periods. The phase of the synodic field illustrated 
is based on the Connerney et al. (1991) magnetic field model of Neptune (referenced in this work as 0° magnetic 
phase) but will be unknown until future spacecraft arrival. The magnetic phase is unknown because the rotation 
of Neptune's core is not visible from Earth and no spacecraft have visited the Neptune system since Voyager 2 
in 1989. Furthermore, remote observations of aurora at Neptune, which could help to identify and constrain the 
location of the magnetic poles, remains elusive (Lamy, 2020). Note that the orbital or 141-hr magnetic wave 
field strength is maximized when Triton is at the highest Neptune latitude (+/−23°), corresponding to an orbital 
argument of latitude (AoL) of 90° and 270°. Because Triton's orbit is almost perfectly circular, variations in the 
magnetic field are not attributable to changes in distance with respect to Neptune, but rather are due to changes 

Figure 4. The combination of Neptune's tilted spin axis and Triton's inclined orbit causes the magnetic field to vary at multiple frequencies in Triton's fixed frame, 
dominated by Neptune's 14-hr synodic period and Triton's 141-hr orbital period. This is important in the context that the interaction path length is greater for longer 
period magnetic waves, thus the 141-hr period wave more readily penetrates conductive layers, including Triton's ionosphere. (left panel) From top-to-bottom, the total 
magnetic field time-series evaluated at the orbit of Triton, the 14-hr synodic magnetic field time-series components, the 141-hr magnetic field time-series components, 
and Triton's latitudinal position in Neptune's geographic frame. (top right) Magnetic field spectrum of the time-series illustrated in the top left plot. (bottom right) 
Hodograph comparing the Bx and By components (in IAU Triton frame) of Neptune's synodic, orbital, and total magnetic waves observed in the Triton reference frame. 
The total wave in this image only spans about +/−7 hr with respect to closest approach, where the time of closest approach is indicated by the black dots along each 
curve.
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in position with respect to Neptune's magnetic latitude because the field is two times stronger at the poles of the 
dipole than at the magnetic equator.

In addition to Triton's ionosphere induction response, Triton's magnetic environment is also affected by the 
moon's interaction with the magnetospheric plasma. The density of the ambient plasma fluctuates by nearly an 
order of magnitude as Neptune's magnetic equator and plasma sheet sweep over Triton. As a result, the interaction 
between the magnetospheric plasma, Triton's atmosphere/ionosphere, and the induced field is time-variable. As 
shown in Figure 5 (left), Triton spends the majority of its orbit far from Neptune's magnetic equator, in regions 
where the magnetic field perturbations associated with Triton's plasma interaction are negligible compared to the 
strength of the induced field. During the short intervals when Triton traverses Neptune's magnetic equator (co-
incidentally corresponding to a time associated with the baseline trajectory used in this work), results of hybrid 
modeling (Müller et al., 2011) by Liuzzo et al. (2021) indicate that the magnitude of plasma interaction fields will 
be minimal with perturbations below 10% of the background field (see Figure 5 right), even when conservatively 
assuming a plasma density an order of magnitude higher than measured by Voyager 2.

Moreover, the flow direction of 47° with respect to the background field is more favorable than the 90° cases that 
fortuitously occur when the center of the plasma sheet is more than 3 RN distant. The 47° or 133° flow direction 
reduces the perturbing effects that plasma interactions fields could have on the induced magnetic field originating 
from a subsurface ocean. Moons in the Jovian system commonly experience strong plasma interaction effects due 
to the high density of particles in the current sheet and orthogonal orientation of Jupiter's field with respect to this 
current system (e.g., Liuzzo et al., 2016, 2017, 2018). Triton not only experiences much weaker plasma density 
(and associated currents), but its highly inclined orbit and Neptune's magnetic rotational geometry further reduce 
the perturbing effects of the plasma interaction to the point where it can be simply treated as a systematic noise 
source for ocean detection purposes.

3.2. Ocean and Ionosphere Parameter Space Definition

Inclusion of a wide range of ocean, ionosphere and ice-shell characteristics that could realistically be encountered 
at Triton is a key element of the ocean detection forward modeling process, for both pathways in Figure 2. A set 
of 13,056 potential ocean and ionosphere models is defined, and for each model the induced dipolar field that 
could be potentially detected is derived. Analysis of Voyager 2 data (Strobel et al., 1990) found a best-fit for the 
ionosphere conductance in the range of 10,000–20,000 Siemens (S), but based on expected local magnetic field 
variations at Triton, the range could likely extend to 4,000–36,000 S. Considering the potential for increased 

Figure 5. Interference from the plasma interaction is not anticipated to be significant for ocean detection at Triton. (left) Triton's distance from Neptune's magnetic 
equator (black solid line) and the magnetic field—plasma flow angle (dotted blue line) are shown as a function of Neptune magnetic phase at the 14-hr synodic period. 
The red bar indicates a range +/− RN about the magnetic equator, representing a region where plasma currents are anticipated to be at their strongest. (right) Hybrid 
modeling indicates that plasma interaction fields (isolated from the induced dipole response of Triton) along the baseline trajectory resulting from the plasma currents 
in Neptune's magnetosphere are of minimal magnitude (corresponding to 0° magnetic phase and 50° argument of latitude).
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electron concentrations and electron temperatures, and to add margin, 51 ionosphere conductance values ranging 
from 0 to 100,000 S were considered for this analysis.

For this analysis, 256 ocean models are defined which, combined with 51 ionosphere models, yield 13,056 model 
cases comprising the overall ocean/ionosphere parameter space. Key drivers of the ocean's induced response 
are its conductivity, thickness, and depth of the liquid layer below Triton's surface. The ocean models illustrated 
in Figure 6 (left) represent conductivity values ranging from 0.1 through 30 S/m (in log-linear increments) and 
thicknesses from 10 to 310 km in increments of 10 km.

Ocean conductivity is a function of the type and abundance of solutes that went into solution early in Triton's 
evolution, as well as the current solute concentration following top-down freezing of an icy shell. Conductivi-
ty—for which salinity is a proxy—is modeled based on a plausible range of initial ocean salinity values of 1–8 
S/m (Castillo-Rogez et al., 2021). Increases in conductivity since initial ocean formation, including the possibility 
of saturation at ∼24 S/m as a bounding case (e.g., Rebello et al., 2020), are modeled to account for an initially 
thicker ocean freezing out and becoming thinner over time. Also modeled are additional parameters such as the 
water-to-rock ratio and temperature, which play a secondary role in determining how much of the volatiles com-
bine into minerals (e.g., CO2 in carbonates) are also modeled (Castillo-Rogez et al., 2021).

The induced signal from a conductive ocean depends on the ocean's conductance, the product of its conductivity 
and thickness. A constant overall thickness of Triton's hydrosphere (its ice layer plus the liquid ocean; Figure 5 
right) of 340 km is assumed for this analysis, taking Io's density (∼3,500 kg/m3) as a reference for Triton's core 
density, based on its likely dehydration following capture (Nimmo & Spencer, 2015). As a general rule, thinner 
oceans with lower conductivity are naturally the most difficult to detect because they induce a weaker signal at 
the point of measurement (the induced dipolar response decreases by 1/r3).

The ocean models shown in blue within the dashed black line in Figure 6 (left) represent ocean characteristics 
most likely to be found at Triton based on these assumed geophysical parameters. Among this subset of the 256 
models, the least-favorable likely ocean, shown as a green circle in this and subsequent figures, represents the 

Figure 6. This analysis is informed by a deep exploration of a wide range of possible ocean and ionosphere parameters. (left) The 256 modeled oceans comprising the 
ocean parameter space used to forward model the various complex response functions associated with Triton; the size of the circles indicates relative ocean thickness 
(smaller circles represent thinner, and therefore deeper oceans for a given hydrosphere thickness), while the circles' color represents relative ocean conductivity. 
The models contained within the black dashed contour represent the members of the ocean parameter space that are geophysically most likely, with the green circle 
representing the case within this subset that is most difficult to detect (an ocean with a thickness of 50 km and 9 S/m conductivity). This ocean is referred to as the 
least-favorable likely ocean throughout this manuscript. Note that because salt mass is conserved in aqueous solution, thinner oceans are typically associated with 
higher conductivities, themselves a function of salt concentration. (right) The multi-shell model of Triton entails a non-conductive rocky mantle, a conductive ocean of 
thickness To, a non-conductive ice shell of thickness Tice, and conductive ionosphere which can be modeled with an arbitrary number of conductive layers n of varying 
conductivity σion and thickness Tion.
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deepest of these oceans with the lowest conductivity: a thickness of 50 km, located 290 km below Triton's sur-
face, with conductivity of 9 S/m (corresponding to an initial conductivity of 1 S/m prior to freezing).

To analytically explore the boundaries of ocean detectability with the PCA methodology in the presence of noise 
sources and plasma interaction fields, a significantly larger ocean parameter space than is currently considered 
likely from the geophysical perspective is defined. The ocean models shown in gray in Figure 6 (left) represent 
this artificial extension of the ocean parameter space beyond the blue ocean models considered likely to occur. Of 
this set of less likely cases, the least-favorable induced response would be from an extremely thin (10 km) ocean 
located 330 km below the surface of Triton, with a vanishingly small salinity of 0.1 S/m. Performance limits of 
the PCA methodology for these cases are shown in subsequent figures, in keeping with the blue/gray/green color 
scheme.

3.3. The Complex Response Function

The complex response function of a planetary body represents the amplitude and phase delay of the combined 
induction response of a particular ionosphere and ocean profile. Magnetic induction measurements are sensitive 
to ice-shell thickness and ocean depth, as the strength of an induced dipolar field degrades per (RT/r)3, where RT 
is the radius of Triton and r is the radius to the observation. Algorithms for computing the magnetic induction 
response (see Equation 5) of concentrically stratified conductors, pioneered over 50 yr ago (Eckhardt, 1963) and 
recently matured (Vance et al., 2021), determine the specific induction response for each model via a height-in-
tegrated approach as shown in Figure 6 (right). Each shell has a unique conductivity and thickness. Although 
each specific shell typically has uniform conductivity, the ionosphere can be modeled with changing conductivity 
versus height to better represent unique and relatively intense ionospheres.

The radius of each shell is measured from Triton's center, including the mantle, the liquid ocean, ice layers, and 
the ionosphere up to an altitude of 800 km. The specific shell layer conductivity ση is also specified. The nu-
merical approach employed provides the ability to solve for the complex response function using a configurable 
number of spherical shells of varying conductivity, to represent any layer of the atmosphere/ionosphere or interior 
to simulate conductivity gradients. This capability could be particularly beneficial for any trajectory that has the 
potential to measure the conductivity structure of the ionosphere. The resulting solution defines the unique induc-
tion response characteristics of a specific ionosphere and ocean model in the frequency domain: Q(f) = A(f)e−iϕ(f), 
where A is amplitude and ϕ is phase delay relative to Neptune's driving AC magnetic field at frequency f. For 
all ocean worlds, phase delay—a characteristic of all electromagnetic signals that traverse through any ambient 
medium—is especially important for ocean detection. The differential phase delay between ocean and no-ocean 
cases is a distinctive factor in revealing the nature of the induced magnetic response. Using the 141-hr wave as 
an example, the ionosphere-only models characterized with low HIC exhibit a phase delay of roughly 90°, with a 
slight linear reduction with increasing HIC. However, all of the ocean-plus-ionosphere models are characterized 
with a phase delay of 30° or less, regardless of ionosphere HIC. Thus, the phase delay at the orbital period is a 
significant discriminating factor between the two model classes, even when their response amplitudes are similar. 
Additional plots are illustrated in Figure A1 of the Appendix to better illustrate these points, which are mathemat-
ically expressed by Equation 6 in the next section.

Figure 7 illustrates the complex response function 𝐴𝐴 𝐴𝐴𝑘𝑘𝑒𝑒
−𝑖𝑖𝑖𝑖𝑘𝑘 for Neptune's dominant magnetic waves (with k in-

dicative of discrete frequency), for the synodic 14-hr period and the 141-hr Triton orbital period, in a complex 
plane with real and imaginary axes for the large set of 13,056 ionosphere and ocean models defined in the 
parameter space. By contrast with Figure 1, there is now a clear separation of the ionosphere-only and iono-
sphere-plus-ocean model classes. The complex response function data for the 14-hr magnetic wave indicate that 
the primary synodic magnetic wave has limited penetration for an ionosphere intensity greater than ∼40,000 S, 
due to the low skin depth associated with a highly conducting ionosphere. This result indicates that detecting 
a potential subsurface ocean in the presence of an intense ionosphere depends primarily on the 141-hr orbital 
magnetic wave. The longer period of the 141-hr magnetic wave allows it to penetrate the full range of ionosphere 
intensities, with clear separation between the least-favorable likely ocean (green circle) and the ionosphere-only 
models (magenta–yellow). Primarily because of the dipolar field falloff, the response of deep, thin oceans with 
low salinity values of 0.1 S/m approaches that of the ionosphere-only models.
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3.4. Total Induced Magnetic Moments

Ionosphere and ocean-induced MMs are responsible for the induced magnetic field that is measured by a passing 
spacecraft. This magnetic field along the trajectory, in units of nT, is forward modeled using the real part of the 
dipole field equation defined by:

𝑩𝑩Ind(𝒓𝒓, 𝑡𝑡) = Re

{

𝜇𝜇
0

4𝜋𝜋

3(𝒓𝒓(𝑡𝑡) ⋅ 𝑼𝑼 (𝑡𝑡))𝒓𝒓(𝑡𝑡) − 𝑟𝑟
2

(𝑡𝑡) 𝑼𝑼 (𝑡𝑡)

𝑟𝑟5(𝑡𝑡)

}

. (3)

Here, r(t) = [x(t), y(t), z(t)] is the position of the spacecraft with respect to the center of the moon and U(t) is the 
induced MM vector in units of A-m2, based on an induction model initially applied to the Jovian moons (Zimmer 
et al., 2000), defined by:

𝑼𝑼 (𝑡𝑡) =
4𝜋𝜋

𝜇𝜇0

𝑅𝑅
3

𝑇𝑇

2
𝑴𝑴(𝑡𝑡), (4)

where μ0 is the permeability of free space, RT is the radius of Triton (1,353.4 km), and the time-varying portion 
of the moment vector M(t) = [Mx(t), My(t), Mz(t)], in units of nT, is defined by:

𝑴𝑴(𝑡𝑡) = −

∑

𝑘𝑘

𝐴𝐴𝑘𝑘𝑒𝑒
−𝑖𝑖𝑖𝑖𝑘𝑘𝑩𝑩𝑁𝑁𝑁𝑘𝑘(𝑡𝑡). (5)

The summation of terms in Equation 5 represents the total induced MM driven by Neptune's AC magnetic field 
BN,k(t) at the 15 discrete frequencies k, although the two primary (synodic and orbital) frequencies dominate. The 
complex response function Ake−iϕ

k represents a specific ionosphere-only or ionosphere-plus-ocean model where 
Ak is the relative amplitude and ϕk is the phase delay or lag of the model's induction response at frequency k with 
respect to that which would be induced by a perfectly conducting sphere of radius RT.

The real part of these MMs can be represented by the summation of phase-delayed dominant magnetic waves 
at various frequencies (see top right panel of Figure 4) multiplied by the amplitude of the associated complex 
response function:

𝑀𝑀𝑥𝑥(𝑡𝑡) = −

∑

𝑘𝑘

𝐴𝐴𝑘𝑘𝐵𝐵𝑥𝑥𝑥𝑘𝑘cos(2𝜋𝜋𝜋𝜋𝑘𝑘𝑡𝑡 + 𝜃𝜃𝑥𝑥𝑥𝑘𝑘 − 𝜙𝜙𝑘𝑘)𝑥 

Figure 7. Triton's complex response functions evaluated at the frequencies corresponding to the synodic and orbital periods. (left) Complex plane representation of 
the complex response function for various combinations of ocean-plus-ionosphere models evaluated for the 14-hr synodic period of Neptune and the (right) 141-hr 
orbital period of Triton. The coloring of the ocean and ionosphere models corresponds to the scheme depicted in Figure 6. The green circles represent the least-
favorable bounding case among the most likely ocean models, characterized by a thickness of 50 km and a conductivity of 9 S/m as depicted in Figure 6. Note that the 
ionosphere-only models and the ocean-plus-ionosphere models begin to overlay each other at the synodic period above ionosphere HIC of 40 kS, which stresses the 
usefulness of the orbital period where there is complete separation of model classes.
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𝑀𝑀𝑦𝑦(𝑡𝑡) = −

∑

𝑘𝑘

𝐴𝐴𝑘𝑘𝐵𝐵𝑦𝑦𝑦𝑘𝑘cos(2𝜋𝜋𝜋𝜋𝑘𝑘𝑡𝑡 + 𝜃𝜃𝑦𝑦𝑦𝑘𝑘 − 𝜙𝜙𝑘𝑘)𝑦 (6)

𝑀𝑀𝑧𝑧(𝑡𝑡) = −

∑

𝑘𝑘

𝐴𝐴𝑘𝑘𝐵𝐵𝑧𝑧𝑧𝑘𝑘cos(2𝜋𝜋𝜋𝜋𝑘𝑘𝑡𝑡 + 𝜃𝜃𝑧𝑧𝑧𝑘𝑘 − 𝜙𝜙𝑘𝑘). 

The strength of the MMs is directly related to the amplitude of the complex response function Ak and the associ-
ated driving magnetic field strength of the specific k frequencies. However, the phase delay ϕk is also important 
in determining the strength of the MMs associated with ionosphere-only and ocean-plus-ionosphere models, and 
thus for discerning contributions of an ocean to the overall induction response.

3.5. Induced Dipole Magnetic Field Time-Series

To aid in the analysis, the magnetic induction fields (Equation 3) are written conveniently in matrix notation. 
The forward modeling of the 13,056 induced magnetic field time-series illustrated in Figure 1, BInd,x(t), BInd,y(t), 
and BInd,z(t) can be expressed as a matrix multiplication of the dipolar matrix D(t) and the total MM matrix M(t):

𝑩𝑩𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡) = 𝑫𝑫(𝑡𝑡)𝑴𝑴(𝑡𝑡), (7)

where the 3-by-3 dipolar trajectory matrix is defined at time t:
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Because the velocity of the spacecraft is fast relative to changes in the magnetic waves experienced by Triton 
over the 12-min encounter, the MM vector is essentially stationary over the duration of the encounter and can 
be approximated as a 3-element vector M = [Mx(tca), My(tca), Mz(tca)] where tca represents the spacecraft's time 
at closest approach to Triton. Assuming the magnetometer acquires samples at a rate of Fs samples/second, the 
discrete-time representation of the dipolar field time-series is formed by the substitution t = nTs, where n is the 
sample index and Ts = 1/Fs the sampling period in units of seconds. Equation 7 now becomes:
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, with � = 1 to � (9)

A detailed ocean classification space, defined by the MMs at closest approach Mx, My, and Mz, represents the 
unique attributes of a range of potential sub-surface oceans and/or ionospheric profiles. In the absence of noise, 
each model in the classification space is unique and represents specific physical parameters (e.g., ice shell thick-
ness, ocean thickness and conductivity, and ionospheric conductance). The figure of merit for ocean detection in 
this work is referred to as MS, defined as the three-dimensional Euclidean distance between the corresponding 
total induced MMs of the ionosphere-only and ocean-plus-ionosphere models, measured in units of nT. The Mz 
components of the total MMs is small but does contribute to the separation of model classes. The left panel of 
Figure 8 illustrates the MM classification space (only Mx and My shown) of the 13,056 forward models used in 
this study, computed using the 15 most dominant discrete magnetic waves (per Equations 5 and 6). The MS of 
ocean-plus-ionosphere to ionosphere-only models is illustrated in the right panel of Figure 8, plotted as a function 
of ionosphere HIC from 0 to 100,000 S. The ocean classification space presented in the figure represents the 
classification space of Path 1 of Figure 2 for an assumed 14-hr magnetic phase of zero (defined by Connerney 
et al., 1991). For an ionosphere HIC greater than ∼50,000 S, MS drops below 1 nT which can be challenging for 
classification purposes in the presence of noise, especially when the full range of 14-hr magnetic phase is consid-
ered (Section 6.2). Thus, Section 4 focuses on increasing MS of the model classes using a concept called SMMs, 
which is equivalent to the separation achieved by PCA (see Section 5).
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4. Scaled Magnetic Moments (SMM)
As previously described, Path 2 of Figure 2 entails using PCA to directly process the induced magnetic field 
time-series BInd,x(n), BInd,y(n), and BInd,z(n). This approach leads to the concept of SMMs discussed in this section.

4.1. Preservation of Signal Energy

MS between distinct data classes can be increased when the signal energy, or the spread of the data (analogous 
to its standard deviation), associated with the induced dipolar field discrete time-series is retained in the analysis. 
The total discrete-time signal energy Esignal contained in the time-series can be compactly written in terms of a 
SMM vector:

𝐸𝐸signal =

𝑁𝑁
∑
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3
, (10)

where the SMM vector [M1, M2, M3] is simply related to the time-varying portion of the induced MM vector [Mx, 
My, Mz] of the forward model through a 3-by-3 scaling matrix SSMM:
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The closed form notation of Equation 11 indicates the possibility of viewing the induced dipolar fields in a re-
duced dimensionality, suggesting that PCA provides a viable methodology to perform this task. As will be shown 
in Section 5, the PCs produced by PCA are directly related to the SMM detailed here, and effectively result in 
identical MS of ionosphere-only and ocean-plus-ionosphere model classes.

By multiplying out Equation 11 and inserting into Equation 10, the coefficients of the 9-element scaling matrix 
SSMM can be solved for analytically. Because there are 9 unknowns and 6 equations, the resulting system is under-
determined. However, the scaling matrix can be readily constrained to be symmetrical about the diagonal (e.g., 
off-diagonal terms are mirrored) or more conveniently, 3 of the 9 elements simply set to zero. The coefficients 
are defined by:

𝑆𝑆11 =
√

𝐶𝐶𝑥𝑥𝑥𝑥 (12a)

Figure 8. Ocean classification space defined by the induced magnetic moments. (left) Mx and My magnetic moment components for all forward modeled cases. (Note 
that there is also a third dimension representing the Mz component that is not shown due to its relatively small magnitude relative to the other two components.) (right) 
The magnetic separation between ionosphere-only and ocean-plus-ionosphere magnetic moments for all models as a function of ionosphere HIC.
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where the constants Cxx, Cyy, Czz, Cxy, Cxz, and Cyz are defined by:

𝐶𝐶𝑥𝑥𝑥𝑥 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷11(𝑛𝑛)
2
+𝐷𝐷21(𝑛𝑛)

2
+𝐷𝐷31(𝑛𝑛)

2
] (13a)

𝐶𝐶𝑦𝑦𝑦𝑦 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷12(𝑛𝑛)
2
+𝐷𝐷22(𝑛𝑛)

2
+𝐷𝐷32(𝑛𝑛)

2
] (13b)

𝐶𝐶𝑧𝑧𝑧𝑧 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷13(𝑛𝑛)
2
+𝐷𝐷23(𝑛𝑛)

2
+𝐷𝐷33(𝑛𝑛)

2
] (13c)

𝐶𝐶𝑥𝑥𝑥𝑥 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷11(𝑛𝑛)𝐷𝐷12(𝑛𝑛) +𝐷𝐷21(𝑛𝑛)𝐷𝐷22(𝑛𝑛) +𝐷𝐷31(𝑛𝑛)𝐷𝐷32(𝑛𝑛)] (13d)

𝐶𝐶𝑥𝑥𝑥𝑥 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷11(𝑛𝑛)𝐷𝐷13(𝑛𝑛) +𝐷𝐷21(𝑛𝑛)𝐷𝐷23(𝑛𝑛) +𝐷𝐷31(𝑛𝑛)𝐷𝐷33(𝑛𝑛)] (13e)

𝐶𝐶𝑦𝑦𝑦𝑦 =

𝑁𝑁
∑

𝑛𝑛=1

[𝐷𝐷12(𝑛𝑛)𝐷𝐷13(𝑛𝑛) +𝐷𝐷22(𝑛𝑛)𝐷𝐷23(𝑛𝑛) +𝐷𝐷32(𝑛𝑛)𝐷𝐷33(𝑛𝑛)]. (13f)

4.2. Magnetic Separation of Scaled Magnetic Moments

A key figure of merit of the proposed ocean detection methodology involves the MS of two model classes in a 
multi-dimensional space [MS1, MS2, MS3]. This MS can be directly calculated with the use of the scaling matrix 
SSMM (with coefficients given by Equation 12) and the MS between ocean and no-ocean MMs [MSx, MSy, MSz], 
represented in Figure 8:
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, (14)

where [Mx, Ocean
, My, Ocean

, Mz, Ocean] corresponds to the MM associated with a representative ocean-plus-ionosphere 
model and [Mx,Ion

, My,Ion, Mz,Ion] corresponds to the MM of the associated ionosphere model it was convolved with. 
Figure 9 (left) illustrates the scaled total MMs—for brevity abbreviated SMM—compared to the total MMs that 
would be obtained in Path 1 of Figure 2. The ionosphere-only models are compared to those for the ionospheres 
convolved with the least-favorable likely ocean cases (green circles) across the ionosphere intensity range of 
0–100,000 S. Figure 9 (right) compares MS across this intensity range, assuming a magnetometer sampling rate 
of one sample per second. Note that the SMMs exhibit significantly increased separation compared to the original 
MMs obtained through Path 1 of Figure 2. As a foreshadowing of the PCA results discussed in the next section, 
the PCs of the dipolar field time-series are also shown in the figure and, as illustrated, result in identical MS to 
that of the SMMs. The PCA results exhibit a rotation as compared with the SMM data derived in Equation 14, 
but this is simply a characteristic of the tool and is not relevant to the separation between model classes and hence 
ocean detection. The rotation occurs because PCA maximizes data variability for its primary principal component 
axis (PC1), followed by PC2 and then PC3.
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4.3. Linear Transform of the Induced Dipole Field Time-Series to M1, M2, and M3

The dipolar induction fields noted by Equation 9 can be expressed conveniently in matrix form by B = DM for 
all time t, written in expanded form by:
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Matrix B is a 3N-by-1 vector representing the component interleaved induced magnetic field time-series BInd(n) 
and D is a 3N-by-3 matrix which represents the dipolar matrix terms of Equation 9. M = [Mx, My, Mz] is the as-
sociated time-varying portion of the MM vector, assumed to be static at closet approach, expressed as a 3-by-1 
vector. This vector can be solved via least squares inversion, effectively by taking the product of the pseudo-in-
verse of the matrix D and the magnetic field time-series B:

𝑴𝑴 = [(𝑫𝑫
′

𝑫𝑫)

−1

𝑫𝑫
′

]𝑩𝑩.
 (16)

Using this estimate of the MM, the SMM vectors [M1, M2, M3] are computed by multiplying through with the 
derived scaling matrix SSMM, with coefficients defined by Equation 12:

Figure 9. Data dimensionality reduction of the induced magnetic field time-series results in increased magnetic separation compared to that exhibited by the induced 
magnetic moments. (left) Comparison of the magnetic separation for the magnetic moments (MM, offset in +y by 10 nT for visual clarity), scaled magnetic moments 
(SMM) acquired by the analytical approach, and PCA method for all of the ionosphere-only models (magenta) and ionosphere-plus-ocean models relative to the least-
favorable bounding ocean case (green), with thickness of 50 km and 9 S/m conductivity. (right) Plot of magnetic separation (distance measured in a 3-dimensional 
space) achieved by each of the three methods. Note that the analytical approach exactly replicates the magnetic separation achieved by PCA. Also note the increase in 
separation achieved by PCA, represented in terms of the scale factor by the black solid line.
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 (17)

yielding an equivalent 3-by-3N projection matrix (similar to the PCA eigenvectors discussed in subsequent sec-
tions) defined by VSMM = SSMM(D'D)−1D'. Equation 17 can now be used to project a forward-modeled magnetic 
field time-series (or a noisy measurement) into the SMM classification space, similar to that illustrated in Path 
2 of Figure 2.

5. Principal Component Analysis (PCA)
5.1. PCA Design Matrix

PCA is a powerful data dimensionality reduction technique that has been extensively used for feature extrac-
tion and classification in a wide variety of scientific and engineering disciplines (Alken et al., 2017; Hannachi 
et al., 2007; Jolliffe & Cadima, 2016), but has not been previously applied to magnetic induction data sets for 
planetary ocean detection or characterization. The power of PCA lies in its ability to identify patterns and corre-
lation between features in large, complex data sets such as the forward modeled magnetic field time-series data. 
The method aims to find the axes of maximum variance in high-dimensional data (the number of samples N over 
time being the dimension in this case) and projects it onto a new subspace of PCs with fewer dimensions using a 
linear transformation. For ocean detection purposes, PCA provides a classification space that defines two distinct 
clusters of ocean-plus-ionosphere and ionosphere-only models, which can be distinguished by a 3-dimensional 
boundary, based on PCs of the induced dipolar field time-series. PCA projects the 13,056 forward modeled 
magnetic induction fields into the classification space defined by PC1, PC2, and PC3 as illustrated in Path 2 of 
Figure 2. This three-dimensional classification space yields identical magnetic field separation between the two 
model classes as the SMMs (M1, M2, M3) presented in the previous section.

PCA provides the additional benefit of being able to process the measurements made from the magnetometer 
directly after subtraction of the Neptune background field. Additional flexibility is gained in that not all mag-
netometer channels are required for ocean detection purposes (see Section 7.1), additional ocean discrimination 
occurs, and improved characterization is achieved for multiple flybys (Sections 6.3 and 9).

The first step in the PCA ocean detection algorithm is concatenating the three channels of the induced dipolar 
magnetic field time-series (each N samples long) for each of the P forward models (13,056 in this analysis) to 
form a matrix as input. The 3N samples for each of the P forward models are stored vertically in a matrix Y with 
dimension 3N-by-P as illustrated in Equation 18a. These data are centered by subtracting out the mean across 
each row time index to create a design matrix X (Equation 18b). Figure 10 (top) illustrates the centered three 
channels of the forward modeled induced dipolar magnetic field time-series (each N samples long and with the 
background field removed) for all ionosphere-only (magenta) and ocean-plus-ionosphere (shades of blue) mod-
els, in addition to a representative noisy measurement (orange). The matrix denoted by Equation 18b is directly 
input into the PCA ocean detection routine:
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Figure 10. The eigenvector decomposition results in a set of eigenvectors that resemble the structure of the induced magnetic field time-series. (top) Columns 
of the design matrix X, formed from the centered magnetic induction fields of the forward modeled ocean-plus-ionosphere (blue) and ionosphere-only (magenta) 
models, plotted as a function of sample number. Also plotted in the panel is a representative noisy measurement of the induced magnetic field components (orange), 
concatenated and centered. (bottom) The top three eigenvectors extracted from the covariance matrix. Here, v1 explains 88.64% of the data variance, v2 explains 11.31% 
of the data variance, and v3 explains 0.05% of the data variance.
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5.2. PCA Covariance Matrix and Eigenvectors

The next step in the method is computing the covariance matrix, defined by XX', which has dimension 3N-by-3N. 
PCA effectively performs an eigenvalue decomposition of the covariance matrix, which yields a set of eigenvec-
tors VPCA, each of length 3N, defined by:
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The PCA eigenvectors represent the axes of greatest variability, where the amount of variability is defined by its 
associated eigenvalue. The PC1 eigenvector represents the basis transformation associated with the axis of great-
est variance in the data and is used to project the data into the new lower-dimension classification space. Thus, 
the signal variation associated with PC1 will always be the highest and contain the most information (e.g., signal 
variance). As the three eigenvectors associated with the largest three eigenvalues represent more than 99.99% of 
the variation of the data for a single flyby, retention of only those three is sufficient to accurately project the high 
dimensionality data contained in the design matrix X onto the 3-dimension PC classification space. These three 
eigenvectors, v1, v2, and v3, are plotted as a function of sample number in the bottom panel of Figure 10. Note the 
similarity of the line shapes of the eigenvectors with those of the induced magnetic field responses illustrated in 
the upper panel. It is the dipolar matrix that results in the unique shape of the magnetic induction fields in the top 
panel of Figure 10, as the MMs are near-constant as a result of the relatively short encounter time (12-min). The 
dipolar matrix is also common to all of the PCA input data. As such, the shape of the dipolar matrix coefficients 
as a function of time governs the shape of the eigenvectors extracted from the covariance matrix.

5.3. Linear Transform of Induced Dipole Field Time-Series to PC1, PC2, and PC3

Without any loss of information, the PCs associated with each of the P models are computed by the projection 
operation, PC = V'PCAX, and the top three PCs (PC1, PC2, PC3) are retained for each model as they contain all of 
the information in the time-series. The PCs associated with the pth model are computed by:
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where Xp represents the pth column in X. When an actual (noisy) observation is made from a spacecraft in the 
vicinity of the potential ocean world, the planetary background field is subtracted using a polynomial fitting rou-
tine as a first processing step, the three magnetometer channels are concatenated and centered to form the vector 
XM (M for measurement), and then projected into the reduced dimension PC classification space using the ei-
genvectors VPCA associated with the noise-free forward modeled data, PCM = V'PCAXM. Figure 11 conceptualizes 
the projection of the representative noisy simulated observation, colored in orange, into the classification space 
defined by all the other P forward models.

It should be pointed out that not only does this methodology serve as a binary classifier of ocean versus no-ocean 
outcomes, but it also serves as a tool for characterization of ocean properties. The absolute position in PC space 
provides a direct correspondence to ocean and ionosphere parameters because each forward modeled ocean rep-
resents a unique interior configuration. Thus, depending on where the projected measurement lands in the classi-
fication space, inferences can be made regarding key ocean properties such as ocean thickness and conductivity. 
The amount of noise on the measurements will dictate the constraints that can be placed on these key interior 
parameters and will be discussed in Section 7.2.

5.4. Comparison: PCA, SMMs, and Total MMs

Figure 12 illustrates the classification spaces (only two of three dimensions shown) for PCA, SMMs and the total 
MMs, all plotted on the same scale to emphasize the similarities and differences. Also plotted on the same scale 
are the associated ionospheric MS plots achieved for each analysis method. As illustrated, the PCA and SMM 
spaces look very similar and result in identical MS, which are both scaled compared to the total MMs. As noted 
earlier, the only difference between PCA and SMM is a rotation of the data space, mainly in PC1 and PC2, which 
does not impact the MS between the two model classes.

By reducing the dimensionality of the induced dipolar field time-series for both forward modeled data and the 
actual measurements, PCA allows for easy interpretation of the observations. No information is added or dis-
carded. PCA simply reorganizes the data based on the inherent separation of the SMMs, noting that the dipolar 
matrix is common to all the forward models and the measurement. It can be shown that the projection operation 
achieved by PCA (using the top three eigenvectors) reduces to a simple 3-by-3 matrix that scales and rotates the 
MM vector for each of the P models. The PCA scaling matrix SPCA can also be directly related to the eigenvectors 
and the dipolar matrix as illustrated by:

𝑷𝑷𝑷𝑷𝑝𝑝 = 𝑽𝑽
′

PCA
𝑿𝑿𝑝𝑝 = 𝑽𝑽

′

PCA
(𝑫𝑫𝑫𝑫𝑝𝑝) = (𝑽𝑽

′

PCA
𝑫𝑫)𝑫𝑫𝑝𝑝 = 𝑺𝑺PCA𝑫𝑫𝑝𝑝, (21)

Figure 11. Representation of how a measurement gets projected into the PC classification space. (left) A representative noisy measurement of the induced magnetic 
field from components in concatenated format of an ocean model and (right) depiction of where this measurement gets projected in the PC space defined by the noise-
free models.
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and in expanded matrix form illustrated by:
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(22)

As previously stated, the scaling matrices in Equations 11–13 (SSMM) and 21–22 (SPCA) can be related by a trans-
lation and a set of rotations.

6. Sensitivity to Trajectory and Time-of-Arrival
6.1. Sensitivity to Trajectory Approach Angle

Now that it has been demonstrated that MS can be increased between the two model classes by retaining the 
signal energy contained in the dipolar field time-series, it is important to further investigate the ramifications 
of a specific trajectory. For the single flyby case, the scalings of both matrices SPCA and SSMM are independent 

Figure 12. PCA provides an enhancement in magnetic separation compared to the total magnetic moments, enabled by the retention of all the data. Comparison of 
the (left panels) PCA, (middle panels) scaled magnetic moment (SMM), and (right panels) total magnetic moment classification spaces and their associated ocean-to-
ionosphere magnetic separation plots. Note also that the magnetic separation across the ionosphere HIC range achieved by PCA is identical to that of the SMM.



Earth and Space Science

COCHRANE ET AL.

10.1029/2021EA002034

21 of 33

of the MMs, and are dependent on the dipolar matrix terms D (dictated by the trajectory) and the number of 
samples in the magnetic field time-series. Within the limits imposed by signal noise (see Section 7.2), MS can 
be increased by increasing the number of samples N. As defined by the dominant diagonal scaling terms, an 
increase in the sample rate by a factor K results in an increase in the scale factor of 𝐴𝐴

√

𝐾𝐾  . Note that reducing 
the encounter velocity also results in an improved scale factor as more samples can be acquired from the mag-
netometer given the same sampling rate. The dipolar matrix (Equation 8) indicates that reducing the positional 
vector r(t) at closest approach also increases the scaling factor as the magnetometer is effectively sampling 
stronger induction fields.

Independent of the scaling matrices associated with the dipolar matrix, the orbital phase of Triton along its 
highly inclined circular orbit (i.e., argument of latitude, AoL) during the spacecraft flyby affects the strength 
and orientation of the MMs as defined in Equation 6. An ideal encounter would occur near the highest or 
lowest position of Triton in its orbit where the 141-hr wave is maximized (see Figure 4), corresponding to 
an AoL of 90° or 270°, especially for an ionosphere HIC value above 50,000 S where the 141-hr orbital 
magnetic wave is the primary driver of magnetic induction within the ocean. However, depending on the 
ocean model and ionosphere HIC parameters, the 141-wave maximum MS can vary as a function of AoL 
from 50° (higher HIC) to 120° (lower HIC) due to the differential phase delay between the two model classes. 
As discussed in Section 6.2, the uncertainty in phase of Neptune's strongest magnetic wave, associated with 
the 14-hr synodic period, also impacts the strength and orientation of the induced MMs. It also dictates the 
constructive or destructive interference pattern of the 14 and 141-hr total induced MMs (characterized with 
ionosphere HIC in the range of 0 S–30,000 S), thus setting constraints on the separability between model 
classes.

In addition to optimizing the altitude at closest approach and the AoL, the approach angle (i.e., latitude and 
longitude coverage) of the Triton flyby can have an impact on the magnitude of the scaling matrix and the 
associated MS between the two model classes. The baseline trajectory (T0) is approximately oriented at a 45° 
angle in the x-y plane of Triton's geographical frame, optimized such that the latitude at closest approach is 
near 0° where there is the greatest chance to fly over the induced magnetic pole where the field is two times 
as large as it is at the magnetic equator. (This trajectory is associated with the Trident Concept Study Report, 
submitted to NASA in November 2020 in response to the Science Mission Directorate’s Discovery 2019 An-
nouncement of Opportunity. Trident featured a single flyby by Triton with a specific AoL of 50° and flyby 
trajectory of ∼45°, selected by the Trident team as a joint optimization among multiple science objectives.) 
To provide guidance for future single or multiple flyby missions, four additional hypothetical trajectories 
(T1–T4) were defined to explore the trajectory trade space. These hypothetical trajectories are idealized as 
straight paths spanning a ±6-min period about closest approach, and are characterized as having the same 
velocity (18.75 km/s) and altitude (340 km) at closest approach as the baseline trajectory. The AoL is held 
constant at 50°.

Panel (a) of Figure 13 illustrates the five trajectories T0–T4 and panels (b) and (c) represent the dipolar 
matrix coefficients and associated scaling matrices for the baseline (T0) and T1 trajectories, respectively. 
Panel (d) of the figure illustrates the MS of the least-favorable likely ocean case with the ionosphere-only 
models, averaged over all phases of the synodic period and plotted as a function of ionosphere HIC, achieved 
for all 5 trajectories. Panels (e) and (f) represent the MS between the least-favorable likely ocean case and 
the ionosphere models, plotted against ionosphere HIC, for 12 different magnetic phases associated with 
the Trajectories T0 and T1, respectively. Trajectory T1 is parallel to the y-axis and lies in Triton's equato-
rial plane (0° latitude). While the baseline (T0) trajectory has a scaling matrix SSMM with non-zero mixing 
coefficients (e.g., My and Mz feed into PC1), the T1 trajectory yields a purely diagonal scaling matrix SSMM 
where there is no mixing of MM components. Trajectory T1 is optimal because it has the largest average 
ocean-to-ionosphere MS for all ionosphere HIC, due to the relatively large coefficients in the diagonal scal-
ing matrix (S11, S22, and S33).

Trajectory T3, which is perpendicular to the Triton equatorial plane, results in very similar performance as T1, 
indicating that the proposed ocean detection methodology works best when a spacecraft flies through the point 
in space where T3 and T1 intersect. This occurs because the induced magnetic pole rotates in a plane roughly 
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defined by the geographic equator of Triton where the induced dipolar field is stronger. For the same reason, the 
T4 trajectory flying over the geographic pole has minimal MS as the induced magnetic pole is never oriented in 
this direction, no matter the magnetic phase of Neptune.

6.2. Sensitivity to Unknown Phase of 14-hr Wave

The phase of Neptune's 14-hr magnetic wave will be unknown prior to the arrival of a future spacecraft. Thus, 
new measurements will be required in Neptune's magnetosphere to update the existing field model to accurately 
account for magnetic phase in the spherical harmonic coefficients. This phase uncertainty has implications on the 
total MMs for a single encounter based on the constructive and destructive interference with the 141-hr orbital 
magnetic wave. Any proposed Triton ocean-detection methodology must account for the unknown 14-hr magnet-
ic phase at arrival in the Neptune system. The method described in this article has been extensively analyzed to 
assure confident ocean detection for any 14-hr magnetic wave phase possibility. To simulate a different magnetic 
phase φ with respect to the existing magnetic field model of Neptune for a given instance in time, the spherical 
harmonic coefficients are modified by:

�̃�𝑔
𝑚𝑚

𝑛𝑛 = 𝑔𝑔𝑛𝑛
𝑚𝑚
cos(𝑚𝑚𝑚𝑚) − ℎ𝑛𝑛

𝑚𝑚
sin(𝑚𝑚𝑚𝑚), (23)

ℎ̃
𝑚𝑚

𝑛𝑛 = ℎ𝑛𝑛
𝑚𝑚cos(𝑚𝑚𝑚𝑚) + 𝑔𝑔𝑛𝑛

𝑚𝑚sin(𝑚𝑚𝑚𝑚), (24)

and the magnetic field is recomputed using Equation 1 with the modified coefficients.

As the 14-hr magnetic phase varies from 0° to 360°, the MMs and SMM ocean classification spaces, derived from 
Equation 17, also rotate by 360° (primarily in Mx and My) where the lowest intensity ionosphere-only model is located 
at the origin (i.e., no magnetic induction response). Within this 360° rotation range, the location of the ionosphere 
only models with respect to the ocean-plus-ionosphere can vary, appearing to cross over and intersect in a 2-dimen-
sional space, thus reducing the MS for certain phases of the synodic wave, but still maintaining model class isolation 

Figure 13. Magnetic separation of ocean-to-ionosphere PCs is influenced by the trajectory. (a) Comparison of 5 different flyby trajectory geometries. Note that T3 is 
perpendicular to the 2D image and comes out of the page. T1 and T2 are located in Triton's equatorial plane. T0 has a slight dependence on z, but CA is at zero latitude. 
T4 has a Triton latitude of 90° and CA is over the North Pole. (b, c) Dipolar matrix coefficients as a function of time for the baseline trajectory (T0) and optimal 
trajectory (T1), respectively. (d) Magnetic separation averaged across all magnetic phases of Neptune's 14-hr synodic wave as a function of ionosphere HIC for the 5 
different trajectories illustrated in (a). (e, f) Ocean-to-ionosphere magnetic separation of the least-favorable likely oceans as a function of ionosphere HIC for various 
phases of Neptune's 14-hr synodic wave for the baseline trajectory (T0) and optimal trajectory (T1), respectively.
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when viewed in the third dimension. This reduction in MS occurs when the phase of the synodic wave is roughly in 
the range from 90° to 180° (noting phase is relative to the Connerney et al., 1991 magnetic field model). Because the 
PCA eigenvectors align the data along the PCs of greatest variance, the classification space does not perfectly rotate as 
the MMs or SMMs for different phases of the synodic period. This is illustrated in panels (a)–(f) of Figure 16 where 
the 14-hr magnetic phase has been varied in increments of 60°. The associated MS between model class achieved by 
PCA is plotted as a function of ionosphere HIC in panels (g)–(l) of Figure 16. The worst-case scenario occurs when 
the phase of the 14-hr wave is near 120° and when the ionosphere HIC is in the range of 15 kS to 25 kS. Although it 
appears that some of the ionosphere-only models overlap with the ocean-plus-ionosphere models, the third dimension 
(PC3 not shown) provides enough MS to fully isolate the two classes of data (green circles) by at least 1-nT.

To improve separability, if required for such a worst-case scenario (e.g., 120° magnetic phase), the 14-hr wave's 
dipole magnetic field contribution to the time-series can be mathematically removed from the forward  modeled 
data. More specifically, the PC classification space is recomputed with a modified set of data defined by  
BInd(t)−BInd,14RM(t), where the latter term represents the dipolar magnetic field time-series associated with the 
14-hr wave for a single selected reference model (RM) with the associated MM:

𝑴𝑴
14RM(𝑡𝑡) = −𝐴𝐴

14RM𝑒𝑒
−𝑖𝑖𝑖𝑖

14RM𝑩𝑩𝑁𝑁𝑁14RM(𝑡𝑡)𝑁 (25)

where the A14RM is the amplitude and ϕ14RM is the phase delay of the selected RM. Note that use of a single 
RM does not—and need not—completely remove the 14-hr dipolar field contribution exactly for all models. 
Instead, it transforms the PC space into one that effectively provides a partially removed 14-hr wave, which 
is shown to still be adequate. Once the actual measurement is acquired, prior to projection into the altered PC 
space using the updated eigenvectors, the dipolar magnetic field time-series associated with the 14-hr wave ref-
erence BInd,14M(t) is removed from the noisy measurement. Because the same RM is removed from the forward 
modeled data and the measurement, no error is introduced by this process. Note also that this model subtrac-
tion method would only rarely be necessary; specifically, only when all the following conditions are met: (a) 
a hard-to-detect ocean (thin and with low-conductivity) is present, (b) ionosphere HIC is in the range 15–25 
kS, and (c) Neptune's magnetic phase happens to be near 120° with respect to the Connerney et al.  (1991) 
field model. When the ionosphere HIC is greater than 30 kS, the 14-hr wave becomes less influential, as it 
does not have the ability to penetrate the highly conducting ionosphere; the MS is minimally affected by the 
variation of phase of this wave. As will be demonstrated in the next section, this subtraction technique would 
not be required in a multi-pass mission, as PCA can combine the measurement data sets from each encounter 
for improved MS.

6.3. Multiple Encounters

Although the discussion so far has been limited to applicability of the method for a single flyby, the PCA ocean 
detection (and characterization) approach is not restricted to a single encounter and can easily be adapted for a 
multi-flyby orbiter mission. PCA affords additional advantages to multi-pass orbiter missions, beyond that deliv-
ered for a single flyby, when multi-sets of magnetic induction fields are concatenated into a single input matrix. 
The PCA ocean detection methodology allows data from a series of passes or flybys to be concatenated into a 
single design matrix, similar to how the magnetometer channels were concatenated for a single flyby. As an ex-
ample, panel (a)–(b) of Figure 14 illustrates five separate hypothetical trajectories associated with five different 
positions of Triton along its inclined orbit (AoL = +90°, +45°, 0°, −45°, −90°). Panel (c) of Figure 14 illustrates 
the associated MS for the least-favorable likely ocean cases (50 km ocean thickness and 9 S/m conductivity), 
beginning with AoL of +90°, for one-, two-, three-, four-, and five-flyby scenarios.

When magnetic field data sets from multiple trajectories are concatenated and used as input into PCA, the eigenvec-
tors expand from a vector length of 3–6N for two flybys, to 9N for three flybys, and so on. New information is con-
tained within the data acquired from these additional flybys, including variation in trajectory angle with respect to 
the direction of Neptune (change in dipolar matrix), the trajectory velocity that impacts the number of samples used 
for processing, and the change in MMs associated with the variation in the driving magnetic fields. PCA maximizes 
the variance in this larger data set, thereby resulting in a set of eigenvectors (3 by 15N in the case for 5 flybys) that 
yield a set of new PCs. The additional information presented to the algorithm results in improved MS compared to 
that achieved from a single flyby mission as it maximizes that data variance across all passes. As a result, the method 
has the ability to tighten constraints for ocean characterization as described in Section 9.
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7. Sensitivity to Noise and Error Sources
7.1. Sensitivity to Loss of Data

PCA also affords additional flexibility of ocean detection in the event of various forms of data loss. One such 
example is when measurement data for one or even two of the magnetometer channels may be lost, corrupted, or 
intentionally dropped due to large magnetic field perturbations generated by the moon's plasma interaction. While 
this would reduce ocean-to-ionosphere MS, there is no constraint that all three magnetometer channels must be used 
to form the design matrix X (Equation 18b). Panel (a) of Figure 15 illustrates, for the baseline trajectory T0, the 
sensitivity of MS for the least-favorable bounding ocean case when various magnetometer channels are dropped. 
Figure 15 demonstrates that ocean detection is still possible as long as Bx and/or By is retained. The Bz component 
contains very little information and is not well suited for ocean detection alone. The PCA-based approach also 
demonstrates robustness against unintentional full channel outages and resiliency against temporary data loss. Pan-
els (b) and (c) of Figure 15 illustrate the effect on MS for 0.5, 1, 2, and 3-min data dropouts in all three magnetometer 
channels, centered around closest approach. Flexibility is also provided to selectively drop small windows of data 
at closest approach if the measurement is subsequently found to contain higher order moment induction signatures 
(e.g., from an asymmetric ocean or ionosphere) near the surface not included in the forward modeling.

7.2. Sensitivity to Random and Structural Noise

A Monte Carlo simulation involving all of the ionosphere-only models (51 models) and the associated least-fa-
vorable likely ocean cases (51 models) was performed to demonstrate the robustness of the methodology when 

Figure 14. Magnetic separation, and hence classification margin, can be improved with added encounters. (a–b) Comparison of 5 different available single-pass 
trajectories (developed under Trident) corresponding to times when Triton is at AoL of +90°, +45°, 0°, −45°, −90° and (c) the corresponding least-favorable likely 
ocean-to-ionosphere magnetic separation as a function of ionosphere HIC for one- (starting with AoL of 90°), two-, three-, four-, and five-flyby scenarios.

Figure 15. PCA is robust to various forms of data loss. (a) Comparison of the ocean-to-ionosphere magnetic separation for the least-favorable likely ocean as a 
function of ionosphere HIC resulting from different combinations of the three magnetometer channels being used by PCA. (b) Illustration depicting different windows 
of data loss in all channels (only Bx channel shown) and (c) the ocean-to-ionosphere magnetic separation for the least-favorable likely ocean as a function of ionosphere 
HIC for each of the data lose cases illustrated in (b).
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faced with various patterns of noise. A set of 1,000 simulated flybys with different noise characteristics was sim-
ulated for each of the 102 models, assuming a magnetic phase of 0°. The instrument noise model used was based 
on the performance of a fluxgate magnetometer having an electronics white noise of 30 pT and sensor flicker 
noise characterized with 30 pT at 1-Hz and 300 pT at 1-mHz.

The spacecraft error sources (held constant for each of the 1,000 flybys) include a 1° (3σ) attitude uncertainty in 
each axis, 1 (3σ) second timing error, and 10 km (3σ) position uncertainty in each dimension. A DC offset error 

Figure 16. Magnetic separation of ocean-to-ionosphere models depends on the phase of Neptune's synodic wave, which will be unknown prior to arrival. Panels (a–f) 
comparison of the PC space (2 of 3 dimensions shown) for various magnetic phases of Neptune at increments of 60° relative to the 0° Connerney et al. (1991) model 
baseline. Note that the majority of the variance is explained by PC1 and PC2 as indicated by the labels of each axis; however, there is a third principal axis (not shown 
in these plots) that in this analysis is very important, as it is useful in separating the ocean and ionosphere models, which appear to overlap for magnetic phases in the 
range from 90° to 180°. Panels (g–l) Ocean-to-ionosphere magnetic separation plots versus ionosphere HIC for the 3-dimensional PC spaces illustrated in panels (a–f). 
Note that for the most likely oceans (those ocean cases above the green-colored models), complete separability is achieved between all ionosphere models. The best-
case Neptune magnetic phase for ionosphere HIC in the range of 0–10 kS corresponds to 120°, coincidentally the worst-case magnetic separation for ionosphere HIC is 
in the range of 20 to 30 kS. In this latter HIC region, the least-favorable likely ocean case, represented by the green circles, is separated from the ionosphere models by 
1 nT, which is sufficient as dictated by the noise analysis presented in Section 7.2.
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was also introduced into the measurements (also held constant) with 0.1 nT (3σ) uncertainty, representing the 
residual offset residing in each axis after in-flight calibration retrieval of the undistinguishable stray spacecraft 
fields, fluxgate sensor offsets, and electronics offsets. A deviation in the complex response function (amplitude 
and phase delay) by 1% (3σ) for each magnetic wave at the various frequencies in the simulated measurements 
was included in the analysis to account for modeling unknowns.

Coincidentally for the trajectory used for this article, the magnetic phase of 0° established in the baseline Connerney 
et al. (1991) model corresponds to a spacecraft time-of-arrival when Triton is crossing Neptune's magnetic equator, 
where plasma density is anticipated to be at a maximum. To ensure PCA's robustness against plasma interaction 
fields, the plasma density of the current sheet assumes 10 times the density of what Voyager encountered. However, 
hybrid modeling described in Liuzzo et al. (2021) reveals that the plasma interaction fields are relatively small for the 
baseline trajectory when Triton is at an AoL of 50° (see Figure 5) due to the favorable magnetic field -plasma flow 
angle. Even at other AoLs, the maximum magnetic field perturbations generated by the plasma interaction are only 
on the order of 1 nT (see Figures 4 and 6 in Liuzzo et al., 2021); however, these occur when Triton is many Neptune 
radii away from the plasma sheet where the plasma densities are expected to be much lower than those simulated. 
Thus, for the purposes of this analysis, there is no need to remove the modeled plasma interaction field effects from 
the magnetic field measurements. Instead, the plasma effects are absorbed as a tolerable structured noise source. 
Table A2 in the Appendix provides a more detailed summary of the noise and error sources included in this analysis.

After simulating 1,000 flybys for each of the ionosphere-only and ocean-plus-ionosphere models, PCA is used to 
project the noisy data into the PC classification space as defined in Equation 20. Figure 17 illustrates the results 
of the PC space, PC error distribution, and PC ionosphere-to-ocean separation distance of the Monte Carlo sim-
ulations with inclusion of the various noise sources. The top three panels are associated with the simulation that 
does not include the plasma-induced effects and the bottom panels include them. As illustrated in the PC space for 
both cases, the noise alters the absolute position of a model in the PC space depending on the ionosphere intensity 
(here shown in two dimensions). In the plasma-free case, each simulated measurement is projected into the clas-
sification space within a noise sphere with 3σ radius of roughly 1 nT, corresponding to the PC error distributions 
(middle panels). Positive ocean detection occurs if the PCA projected measurement falls on the ocean side of the 
decision boundary defined in the figure as the line that bounds the noisy ionosphere-only models.

Figure 17. The proposed method is robust to various noise sources. Monte Carlo simulation results are shown with various sources of noise described in the text (top 
row) without and (bottom row) with plasma interaction fields present. The left two panels represent the PC space for both simulations, the middle panels represent the 
absolute PC position error (for largest two components) extracted from the simulated measurements, and the right panels illustrate the separation distance of the models, 
projected into a 2-dimensional space as a function of ionosphere HIC.
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When the plasma-induced fields are included, the simulated measurements also are projected into a region defined 
by a 1 nT noise sphere. However, in this case, the plasma interaction fields have the effect of offsetting the sphere's 
position. Here, the models have their PC1 shifted by 0.31 nT and their PC2 shifted by 0.81 nT. Because the offsets 
for each axis are different and the ocean decision boundary shares multiple dimensions, the boundary is modified 
and takes on an ionospheric HIC dependence as illustrated in the bottom right plot of Figure 17. Note that the 
relative separation between all ocean models and their corresponding ionospheres is preserved, but their absolute 
position is not. Because of this, the decision boundary is raised to 2 nT (with respect to the noise-free ionosphere 
models for ionospheres characterized with HIC <20 kS), but the 1 nT level boundary for ionosphere HIC greater 
than 20 kS is maintained to ensure proper classification when plasma effects are not assumed to be present. Note that 
the reduction of MS between ocean and no-ocean models with ionosphere HIC <20 kS is not a concern, as there is 
already large separation due to the impact of the stronger 14-hr wave. As mentioned above, plasma-induced fields 
are treated as a noise source in this analysis. No attempt is made to model and remove their impact, as their presence 
is tolerable to the method, especially when the low probability of the plasma current sheet being sufficiently close 
to Triton is considered. However, if by chance the plasma-induced currents happen to be unexpectedly larger than 
anticipated, they can be modeled (see Liuzzo et al., 2021) and then partially removed prior to classification.

8. Detectable Oceans for a Single-Pass Trajectory
For a single flyby mission, the confidence in the detection of a potential sub-surface ocean increases with increased 
MS of the model classes in the ocean classification space. For a given ionosphere HIC and 14-hr magnetic phase, 
MS varies as a function of the ocean model's physical attributes. The thickness of the ice shell strongly influences 
the MS because of the 1/r3 dipole falloff associated with the ocean's depth below Triton's surface. Oceans with less 
conductivity also have a smaller induction response to Neptune's driving magnetic waves. Figure 18 illustrates the 
ocean-to-ionosphere MS contours as a function of ocean thickness and ocean conductivity for 12 different scenarios 
corresponding to different combinations of Neptune's 14-hr magnetic phase and ionosphere HIC. Note that only 
models with ocean conductivity of 10 S/m or less are shown for clarity. Superimposed on each of the 12 panels is a 
black dashed contour region highlighting the most likely ocean cases, consistent with Figure 6.

From the noise analysis results in Section 7, it was determined that any ocean-plus-ionosphere model that is 
spaced within 1-nT of an ionosphere-only model is indistinguishable from another and therefore cannot be pos-
itively labeled as an ocean with certainty. In Figure 18, this indistinguishable region is represented by the red 
contour and represents the ocean models that cannot definitely be detected. The worst-case MS of the data set 
shown occurs when the magnetic phase is 120° and the ionosphere HIC is 30 kS. In this case, all of the most likely 
ocean models (contained within the dashed line) are detectable with at least 2-nT of MS from the ionosphere-only 
model. Note that for each of the data sets with ionosphere HIC of 50 kS and above, the contours for any given 
magnetic phase of the synodic period look similar, as this wave is attenuated by the high ionospheric conductance 
and therefore plays less of a role in magnetic induction within the ocean. This data set indicates that even for a 
single encounter using the baseline trajectory; a large ocean parameter space can be uniquely differentiated from 
an ionosphere response, even in the presence of various sources of noise and a highly conducting ionosphere.

9. Ocean and Ionosphere Characterization for a Multi-Pass Trajectory
The method described in this article is not only able to distinguish the induction response of an ocean-plus-iono-
sphere from that of an ionosphere-only response, but it can also characterize the interior profile based on where 
the projected measurement lands in the 3-dimensional classification space. The spatial location of the projection 
provides an estimate of the ocean conductivity and thickness as well as the ionosphere conductance. The panels 
of Figure 19 illustrate characterization contours associated with three representative oceans for a single flyby 
(column 1), three flybys (column 2), and five flybys (column 3), for four different ionosphere HIC values (rows). 
The contour boundaries, owing to three different levels of noise (1, 0.5, and 0.1 nT), encompass the ocean models 
that are indistinguishable from the underlying ocean. The assumed noise dictates the uncertainty of model param-
eters, thereby setting constraints on characterization of the ocean thickness and conductivity. As illustrated, the 
ocean thickness and conductivity of a putative subsurface ocean at Triton can be broadly constrained for a single 
flyby. However, as more flybys are added, ocean-to-ionosphere and ocean-to-ocean model separation distances 
increase (See Section 6.3), hence tightening the precision of the estimated parameters of the underlying oceans. 
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As the ocean thickness decreases and the surface depth increases, ocean conductivity becomes more difficult to 
discern. Estimates of ocean conductivities and ocean thicknesses improve with multiple flybys across the entire 
ionosphere intensity range, including HIC levels above 50,000 S where the 14-hr wave has less ability to penetrate 
the ionosphere and contribute to induction.

10. Conclusions
Increasing scientific interest in ocean worlds highlights the need for advances in analytic techniques to positive-
ly determine the presence of subsurface oceans in challenging environments. The PCA based analysis method 
described in this article represents a new paradigm for processing space-based magnetometer measurements, 
with demonstrated advantages in reliably distinguishing the presence and key characteristics of a conductive 

Figure 18. Dependence of ocean-to-ionosphere magnetic separation for range of ionosphere HIC and Neptune magnetic phase for a single-flyby. Each panel represents 
the magnetic separation contours (units of nT) of the ocean-plus-ionosphere models from the ionosphere-only models as a function of ocean thickness and ocean 
conductivity for (left column) magnetic phase of 0°, (middle column) worst-case magnetic phase of 120°, and (right column) 240°, for ionosphere HIC of 10, 30, 50, 
and 80 kS. Black dashed region highlights the most likely ocean space (§2.3). The red contours indicate magnetic separation below 1nT, where ocean classification or 
differentiation could not be performed with certainty.
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liquid layer even in the face of the confounding factors of a conductive ionosphere, local plasma interaction cur-
rents, systemic uncertainties, and various noise and error sources. Unique features of the PCA method provide 
additional advantages of flexibility and resiliency. MS between the ocean-plus-ionosphere and ionosphere-only 
model classes is maintained even with incomplete input data, while flexibility to pre-select measurement data 
channels or data time intervals enables selective removal of contaminated data if necessary. Using Neptune's 
largest moon Triton as an example ocean world, PCA was directly applied to a three-axis magnetic induction field 
data set and shown to be a powerful ocean classification tool, distinguishing the induced magnetic responses of 
ionosphere-only cases from those of the ionospheres convolved with candidate potential oceans, even on a single 
flyby. The flexibility and extensibility afforded by the PCA-based method enhance the existing and future capa-
bilities for ocean detection and characterization at candidate ocean worlds throughout the solar system.

Figure 19. Measurements from multiple flybys can be used to improve confidence in the estimation of ocean parameters. Each panel in the figure illustrates 
characterization contours of three representative oceans for (left column) one flyby at AoL of +90°, (middle column) three flybys at AoL of +90°, +45° and 0° and 
(right column) five flybys at AoL of +90°, +45°, 0°, −45°, and −90°, where each row corresponds to a different ionosphere HIC scenario. Ocean #1 (To = 75 km, 
σ = 6.5 S/m) is represented by the solid lines, ocean #2 (To = 175 km, σ = 4.5 S/m) is represented by the dashed lines, and ocean #3 (To = 255 km, σ = 2.0 S/m) is 
represented by the dotted lines. The three contours shown for each ocean represent the boundaries that encompasses the indistinguishable oceans when three different 
levels of noise are considered (blue = 1 nT, cyan = 0.5 nT, and red = 0.1 nT).
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Appendix

Label Frequency (μHz) Period (hr) Bx (nT) By (nT) Bz (nT)

DC 0 - 0.2057 0.009 −3.0633

fS 19.2125 14.4582 6.7834 3.4094 0.3759

fO 1.9694 141.0457 2.574 1.2847 0.189

2fS 38.4250 7.2291 0.2563 0.1713 0.0092

3fS 57.6375 4.8194 0.0042 0.0032 0.0001

2fO 3.9388 70.5229 0.0593 0.0394 0.0067

fS − fO 17.2431 16.1095 0.2481 0.0122 1.3562

fS + fO 21.1819 13.1139 0.2568 0.1714 0.0088

fS − 2fO 15.2737 18.1867 0.2697 0.1362 0.0513

fS + 2fO 23.1513 11.9983 0.0041 0.003 0.0002

fS − 3fO 13.3043 20.8789 0.0107 0.0069 0.0008

fS + 3fO 25.1208 11.0577 0.0002 0 0

2fS − fO 36.4556 7.6196 0.0085 0.0022 0.0687

2fS + fO 40.3944 6.8766 0.009 0.0068 0.0002

2fS − 2fO 34.4862 8.0548 0.0205 0.001 0.0027

2fS + 2fO 42.3638 6.5570 0.0002 0.0001 0.0001

Note. fs represents the synodic frequency and fo represents the orbital frequency.

Table A1 
List of the Frequencies and Amplitudes of the Magnetic Waves Encountered by Triton

Measurement error source Error parameter Error value

Spacecraft ephemeris uncertainty Attitude uncertainty (all axes) +/−1° (3σ)

Timing uncertainty +/−1 s (3σ)

Position uncertainty (all axes) +/−10 km (3σ)

Instrument noise Electronics white noise 30 nT

Sensor flicker noise 30 nT @ 1 Hz

300 nT @ 1 mHz

Deviation in complex response function Amplitude deviation (all frequencies) +/−1% (3σ)

Phase deviation (all frequencies) +/−1% (3σ)

DC level (residual after offset calibration) Spacecraft field, sensor offset +/−0.1 nT (3σ)

Plasma interaction fields Plasma density Electrons: 0.03–0.11 cm−3

Ions: 0.03–0.11 cm−3

Plasma temperature 30 eV electrons

65 eV ions

Plasma composition 50% N+/50% H+

<m > 7.5 amu

Plasma speed (relative to Triton) 43 km/s

Local magnetic field strength 5–8 nT

Alfven speed 125–200 km/s

N+ gyroradius at Triton 598–1,315 km

Note. Plasma interaction fields details are described further in Liuzzo et al. (2021).

Table A2 
List of the Error Sources Included in the Monte Carlo Simulation
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Figure A1. Relative amplitude and phase delay of the ionosphere-only and ocean-plus-ionosphere models used in this analysis, plotted as a function of ionosphere HIC 
for both the (left panels) 14-hr synodic and the (right panels) 141-hr orbital periods. Note that although the discriminability between the ionosphere-only models and 
the least-favorable likely ocean models in the amplitude response of the orbital wave is low and almost non-existent for the amplitude response of the synodic wave, 
the phase delay, especially at the 141-hr period, provides the differences in response needed to facilitate robust classification between the two model classes for the full 
range of ionosphere HICs used in the study.

Data Availability Statement
The data contained in this publication are archived on Zenodo at doi.org/10.5281/zenodo.5484442. The data are stored 
in Matlab .mat structure files with an associated .m script for easy data extraction. For all timing and ephemeris com-
putation in this work, the NAIF developed SPICE toolkit for Matlab called mice (https://naif.jpl.nasa.gov/naif/toolkit_
MATLAB.html) was utilized. All magnetic field models and field line visuals were implemented in MATLAB. The 
most recent kernel files (pck00010.tpc, naif0012.tls, de435.bsp, de431.tpc, nep081.bsp, nep095.bsp) were leveraged 
and all IAU defined reference frames defined in the IAU working group report (Archinal et al., 2018) were used.
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